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An overwhelming majority of IaaS clouds leverage virtualization for their foundation. 
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With the use of virtualization comes the use of a hypervisor. Normally, the hypervisor simply 
provisionsresources as needed by each VM. Introspection expands that capability permitting you provisionsresources as needed by each VM. Introspection expands that capability permitting you 
to monitor program execution, file storage and network traffic. This permits the hypervisor to be 
leverage as a security tool for monitoring VM activity.
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Let’s look at a practical use for introspection. One of the biggest security issues we have in the 
industry today is kernel level rootkits. This is because a kernel level rootkit effectively turns the industry today is kernel level rootkits. This is because a kernel level rootkit effectively turns the 
core operating system into malware. The result is the rootkit has the highest level of system 
permissions, and can leverage these to hide itself from detection. With introspection, the VM is 
run at a lower level of permissions than the hypervisor. This means that if a rootkit infects a VM’s 
kernel, it will still have lower permissions than the hypervisor, and thus will be unable to hide 
from it. This dramatically improves our ability to detect the presence of the rootkit.
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Introspection’s capability can be leveraged for a wide range of security applications.
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Let’s look at a usage case for introspection. One of the most problematic pieces of software in an 
IaaS environment is anti-virus software. This is because AV software can be extremely CPU and IaaS environment is anti-virus software. This is because AV software can be extremely CPU and 
disk intensive when checking file storage for malware. If multiple VMs initiate a full disk scan at 
the same time, an IaaS cloud can become extremely unresponsive. In fact this situation is 
frequently referred to as “an AV storm”, and it’s impact can increase costs as well as reduce the 
number of VMs which can be supported on a given hardware platform.

This problem has caused many AV vendors to retool their security solution to better fit cloud 
deployments. For example cloud friendly products setup a single AV instance for an entire IaaS 
cloud, and check storage on all VMs via introspection. Further, results from one VM scan can be 
leveraged to expedite the checking of others. If “myfile.com” has been found to be virus free on 
one VM, and the file exists on multiple other VMs as well, full malware scanning is skipped 
provided the additional copies of myfile.com have the same hash signature. This retooling results 
in the same level of malware protection but with a dramatic decrease in CPU utilization and disk 
activity.
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It can be argued that along with security benefits, introspection also introduces a number of 
security issues that can elevate risk against an environment. The first is hypervisor bloat. Much of security issues that can elevate risk against an environment. The first is hypervisor bloat. Much of 
hypervisor security is predicated on keeping the code as small as possible. The fewer the lines of 
code, the less likely an attacker will find a problem which can be leverage for malicious gain. By 
adding introspection capability to the hypervisor we increase the amount of code being processed. 
If we are supporting third party software, we are also increasing the number of programmers 
submitting code, which can also increase the likelihood of insecure code being introduced. 
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Introspection also increases the attack surface of the hypervisor. Any time we permit our code to 
interact with an untrusted source, we elevatethe risk of being attacked. The more interaction interact with an untrusted source, we elevatethe risk of being attacked. The more interaction 
being permitted, the greater the likelihood that an attacker will find a problem that can be 
exploited. 

For example, network based intrusion systems are leveraged to check passing packets for 
potential attack patterns. They don’t actually run the code, they simply process packets and 
pattern match against them in order to look for pre-defined malicious patterns. Over the years we 
have seen attackers create a number of exploits that specifically target network based intrusion 
detection systems. These attacks have ranged from simple denial of service (crashing the intrusion 
system) to providing the attacker with high level access.

These attacks are relevant here in that the intrusion system, like introspection within the 
hypervisor, is not processing the code but simply checking it for know security issues. The 
difference is that an attack against a network based intrusion system impacts that single host. A 
similar attack against a hypervisor could crash the entire IaaS infrastructure or provide a high 
level of access to all VMs.
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Many have become concerned with the loss of flexibility experienced when an introspection 
based solution is deployed. If you wish to migrate the VM to another virtualization infrastructure, based solution is deployed. If you wish to migrate the VM to another virtualization infrastructure, 
any risk mitigation provided by introspection may be lost. For example let’s say I run an internal 
IaaS cloud using software provided by “vendor A”, and wish to move that VM to another 
virtualization infrastructure created by “vendor B”. If all of my security is introspection based, all 
of that risk mitigation is lost during the migration. This can lead to vendor lock-in, limitations in 
infrastructure options., or possibly the need to run multiple security systems in parallel. 
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Another concern is that introspection can potentially break segregation of duties. In many 
environments, the amount of access granted to IT staff members is limited. For example the environments, the amount of access granted to IT staff members is limited. For example the 
network administrator may have high level access to the routers and switches, but have limited to 
no access to the servers. System administrators may have high level access to production servers, 
but no access to the logging servers which record their activity. Segregation of duties ensures that 
all activity can be monitored and recorded and that no specific job title gets too powerful.

Remember that introspection has full visibility into each VM. It can see all network activity, files 
stored on disk and applications executing in memory. This means that any administrator with 
access to introspection effectively has full access to each server running beneath it. So you may 
not have intended to grant the virtualization administrator full access to the accounting server, but 
effectively that is the end result. What’s worse is that the VM is unable to log this activity. So if 
introspection is leveraged to access a critical financial file, the VM hosting the file will not record 
any authentication or file access activity. This could possibly be logged via the introspection tool, 
but that’s up to the plug-in vendor to include as a feature.
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For some environments, the segregation of duties issues covered in the last slide may be 
considered manageable or a non-issue within a private environment. However what if your VM is considered manageable or a non-issue within a private environment. However what if your VM is 
being hosted on a public provider? 
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With a host based security solution, each VM a piece of software that is responsible for protecting 
the host itself. The classic example is anti-virus software. You run the AV software in the the host itself. The classic example is anti-virus software. You run the AV software in the 
background and it attempts to ensure that malware is not permitted to execute on the system. 
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Host based security is not a new solution, we have leveraged it for years to protect our systems. 
However legacy host based solutions do not scale well into the cloud. This is because in the However legacy host based solutions do not scale well into the cloud. This is because in the 
legacy server model we ran one operating system per hardware platform. The host based security 
solution would monitor CPU utilization and assume that any free CPU cycles could be consumed 
in the interest of implementing security. The problem with this model in cloud computing is that 
there may be other VMs that need to use that CPU time. So as we’ve shifted towards an IaaS 
cloud model, our legacy host based security solutions have driven up costs.
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The answer of course is to retool our host based security solutions to be more cloud aware and 
resource friendly. For example rather than just assuming all free CPU time can be used as needed, resource friendly. For example rather than just assuming all free CPU time can be used as needed, 
processing needs to be throttled. Since we are talking cloud, it may also be possible to offload 
much of the work to another cloud for processing. For example legacy anti-virus does all the 
processing required on the host which is being protected. In a cloud model, we could hash the file 
to be checked and then process that hash on a different cloud to see if it is known malware. The 
result is that the processing and storage required to check the hash can be done by an outside 
system, thus reducing the costs associated with running the host being protected. There are 
already many security companies that are supporting cloud by adopting similar models.
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We’ve already discussed that implementing introspection can increase the attack surface against 
the hypervisor. Can the same be said for host based security agents? Unfortunately here the the hypervisor. Can the same be said for host based security agents? Unfortunately here the 
answer is a bit more vague as it depends on how the security agent is designed and deployed. For 
example, if the agent is designed to hold open a listen port in order to accept command and 
controls from a central management system, then yes we have increased risk to the system by 
opening up another port of entry into the system, as well as exposing additional code to access via 
the wire. If however the agent leverages a reverse socket connection to call home at specified 
intervals without the need to open a dedicated listening port, then obviously the agent is not 
exposing additional code to access from the wire. We then need to validate the integrity of the 
communication channel (Is it vulnerable to DNS spoofing attacks? Are all communications 
encrypted? Etc.). 
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One of the nice things about agent based security is that it focuses on securing the VM, not the 
infrastructure. This means that if the VM is migrated from one IaaS could to another, security infrastructure. This means that if the VM is migrated from one IaaS could to another, security 
moves with the VM. So moving a VM from a private IaaS cloud to a public provider does not 
mean that you have lost all of your risk mitigation. A well designed agent should be able to 
protect the VM regardless of where it is located. Further, this opens the possibility of managing 
VMs located in both public and private space with the same security tool.

20



21



Because agent based security executes within the VM itself, classic permissions and audit trail 
processes can be leveraged to identify what the agent does on the system. This is in contrast to the processes can be leveraged to identify what the agent does on the system. This is in contrast to the 
introspection model where the VM has no ability to log or control what actions are performed.
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Another benefit of agent based security is that it can have the ability to work seamlessly with any 
virtualization environment or cloud infrastructure. This becomes important as VMs become more virtualization environment or cloud infrastructure. This becomes important as VMs become more 
mobile. You may wish to change where a VM gets executed based on cost or proximity to clients. 
If you are leveraging introspection, then your choices will be limited to the virtualization 
deployments that are supported by your introspection solution. If the security is agent based, the 
virtualization platform becomes ambiguous, so you are free to use other metrics besides 
virtualization platform vendor when deciding on the best location to execute a particular VM. 
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One of the benefits of a host based security model is that it can usually be extended back into 
legacy servers. Most environments still run a mixture of VMs and serverson dedicated hardware. legacy servers. Most environments still run a mixture of VMs and serverson dedicated hardware. 
If I’ve implemented a hypervisor based security solution, it obviously will not work on my 
dedicated servers. Agent based solutions however can usually support both deployment models, 
thus reducing the number of security tools required to secure an environment.
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When formulating a security plan, remember that cloud decouples the network from the server. In 
other words, you can no longer limited to running a server within a specific rack on a specified other words, you can no longer limited to running a server within a specific rack on a specified 
network segment. Servers are free to move to the most ideal location for execution. If you think 
about it, this is similar to what we went through with workstations. Originally people worked with 
desktops that were limited to being used on the employee’s desk. Then laptops came along and 
the employee could now work from what ever physical location made the most sense (home, 
client site, hotel, etc.). Servers are now going through a similar transition.
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