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What is Virtualization?

o Software used to create a simulated
hardware platform
— Simulates video, NIC, hard drive, etc.
— Multiple copies can be created
— Managed by the hypervisor
e Permits hardware and software to be
decoupled from each other
— Provides a layer of abstraction
— Provides greater hardware flexibility & utilization
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Before we can talk about virtualization securitg meed to delineate the differences between the
terms “virtualization” and “cloud”

Virtualization, at its core, is the ability to erate hardware via software. If we walk through the
processes, some form of operating system stillemtie booted from the hardware. This may be
a full blow OS such as Linux or Windows, or it nag a stripped down OS specifically designed
to provide virtualization, such as VMware’s ESXinieh is a stripped down Linux operating
system). In either case an operating system iskfosted and then an emulation software stack is
loaded which is referred to as “a hypervisor”.

The hypervisor is the component which is resporditt emulating specific hardware
configurations to guest operating systems. Wheunestgs loaded into a virtual machine (VM),
the hardware that gets detected is the simulatediMaae via the hypervisor, not the actual
hardware itself. The guest OS is abstracted framtrie hardware, adding a component of
versatility. The hypervisor is capable of creatingltiple simulated environments, or multiple
VMs, which permits us to run multiple operatingtsyss that may have slightly different
hardware requirements.



Understanding “The Cloud”

¢ Cloud nomenclature can define

— The architecture

— The deployment model

— Location of resources
e The NIST definition is the industry standard
http://csrc.nist.gov/groups/SNS/cloud-computing/cloud-def-v15.doc

e Natural extension of virtualization
— But not a requirement
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Clearly, the term “cloud” has become so generappse, it gives very little insight into the object
being describe While NIST has an industry accepted definition diatvcloud computin

actually includes, this does not stop vendors fgamerating a steady stream of “aaS” offerings to
try and add some sex appeal to their productstHeopurposes of this course, we will stick with
the terminology defined by NIST.




Cloud Versus Virtualization

e Many cloud deployments are build
on virtualized platforms

e However it is not a requirement
—Some Software as a Service (SaaS)
deployments are not virtualized
e NIST does not include virtualization
as part of their cloud description
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Many cloud deployments include a virtualization gament. While this is a common technique,
it is not a strict requiremel For example the NIST cloud definition does not cait

virtualization as a required component. There amall subset of cloud deployments, mostly
Software as a Service based, that do not rely mualization.

To help keep these two terms straight, consideattadogy of building a residential home.

“Cloud” is analogous to the house itself, whiletwaization would be the equivalent of a full
basement. Most houses are built on full basementisey provide excellent structure and
expansion capability. A full basement is not a regaent however, as houses can certainly be
built on half basements, slabs or even stilts. Biblevwe can say most houses (clouds) are built on
full basements (virtualization), they are certaintt a requirement.



Leveraging Virtualization In
The Cloud

¢ Cloud deployments are all about pooling
resources to increase efficiency

e Also reduces cost

e Virtualization a natural platform for
building clouds
— Hardware abstraction provides foundation

— Tear down and setup of software far
quicker and efficient than hardware
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So while virtualization is not a requirement ofudocomputing, its ability to efficiently share
resources makes it an excellent founda




Emulates all
required hardware

| Hypervisor J

[ Host OS or Bootstrap

[ Vs Hardware
‘%/ \/
Virtualization Security 6

The above diagram graphically represents the lagbatvirtualized platform. The hypervisor
abstracts the VMs from the actual hardware by etimgahese componen This can create
potential security bridge between the VMs, whichwit discuss in greater detail later.




Virtualization is available in two different flavareost OS based or bare metal. When
virtualization is run on a host OS system, it is like any other application. This permits
administrator to level any tools that are capalfleioning on the host OS while managing the
environment. On the down side, the host OS inceetileeamount of code being executed on the
system, and thus increases the surface area oftabi@tacks.

A bare metal system still uses an operating systemthe OS has been stripped down to only
support the virtualized environment. This redudesrniumber of available tools, but also decrease
the amount of code that can be potentially expdboitecan also be argued that bare metal system
can be more difficult to patch and upgrade.



One of the benefits of virtualization is that systeesources can be re-allocated as needed. This
permits the administrator to better optimize thei@mment.



As mentioned previously, reducing the amount ofecbding executed on the virtualization host
reduces chances of an exploit being introdu



In a legacy network, some semblance of an air gegtsebetween operating systems. For
example two systems connected to the same Ethaeheork can only communicate with ez
other via the Ethernet network. If that networklisconnected or firewalled, the systems will be
unable to communicate with each other.

In a virtualized environment however, the hypervialhways creates a software connection
between systems. There is no way to completelateane operating system from another,
without migrating one of the operating systems thifierent hardware platform. It is this
persistent software connection that has lead mafgel that virtualization can never be
configured as securely as a legacy network.
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Consider the two deployments shown in the above slithie system on the right represents how
we have historically deployed servers. While we ldadeally like to isolate each service to

own server, the reality is hardware availabilitylawost typically force us to combine multiple
services onto the same system. This means thay ibae of these services are compromised, the
other services will quickly fall as well.

Now consider the virtualization deployment on tek. IBecause virtualization permits us to run
multiple operating systems on the same hardwaréopta, it becomes far more cost effective to
give each service its own dedicated operating Bys&o while its true each operating system is
connected via a software bridge in the hypervigw fact that each service is running within its
own VM container reduces the risk of compromisetethe level of the legacy deployment.
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The above slide shows some of the security gaiddaaes experienced when moving to
virtualization. The trick is to levera the new capabilities in order to augment the defficies.
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The above slide shows virtualization settings taat be problematic from a security perspective.
Direct Memory Access (DM,) can potentially permit an attack to use storag@eariphera

devices in order to move code off of the VM. Feaduike clipboard sharing can increase
functionality, but can also open up similar segunibles.
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When working with virtualized resources, pay attemtio whether you are working with physical
or logical resources. A physical resource is anaqihysical device, such as a network car
storage drive. A logical resource is a virtualizedource configured to appear as a physical
resource. For example a virtual machine may “se®0 &B hard drive. In reality this may simply

be a logical partition of a 300 GB physical drivgich is being shared across multiple virtual
machines (VMs).

While resources in a virtualized environment aredglly shared between VMs, it is possible to
allocate a physical resource to a specific VM insta For example a specific storage array could
be dedicated for use by a specific VM. While tladuces flexibility and increases cost, it does
has the benefit of ensuring data storage cannutaukvertently accessed across VMs.
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The above slide shows one of the potential secigstyes that can occur when storage resources
are shared. Remember that in a laaS environmeht\&dds typically stored as a single file. ,
storage requirements change, those files may beeckdReducing the size of one partition and
increasing the size of another creates the poisgithit sectors containing deleted file
information will effectively move from one VM to ather. This could permit the owner of the
second VM to recover file information stored astgdrthe first VM.

Again, dedicating physical storage ensure thatisisise does not surface. Another possible
solution is to encrypt all file information storémdisk. If encrypted, moved sectors would be
unreadable without the appropriate key(s).
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While both cloud and virtualization bring new satuchallenges, many of the same logic and
processes we have used to reduce risk in the gasititl be applied. What changes is the seci
tools we can leverage as well as how security shbest be applied.
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Typically when we determine which servers to vilizeg we look at performance metrics such as
average server utilization. The lower the utiliaatlevel, the more likely the server will maki
good candidate for virtualization.

Security also needs to be part of this equationeN\he virtualize a server with no additional
security controls (such as hypervisor malware @dytwe can potentially increase the risk to that
server. This may be acceptable for low value dat#t,may be completely unacceptable for
extremely sensitive information. A good risk an&ysill guide us either way. This is where the
risk zones shown above come into our design. Fameje all of the virtualized servers in the
“medium trust zone” will most likely require onlyinor security enhancements to mitigate risk to
the proper level. The “high trust” zone, howevell] @ontain servers that will most likely require
additional security precautions. So by grouping seivers by risk level we not only enhance
manageability but make more efficient use of owusigy resources.
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